CE 341/441 - Lecture 8 - Fall 2004

LECTURE 8

INTERPOLA TION USING CHEBYSHEV ROQOTS

» For both Lagrange and Newton interpolation through 1 data poini% ( degree
polynomial which fits through aNl + 1 data points).

(X=X5) (X=X ) (X=Xo) ... (X=Xy)
(N +1)!

e(X) = fN D) Xo < & <Xy

[

N
e() = (Nil)!.ljo(x—xi) ) x<g<xy

» Typically over a small intervalf ™ +1)(E) won’t change dramatically (although strictly
speakingt doesdepend orx )

Xo T XN
2

N Ve o N Yx ) where x, =

* We can not control thef““”’(&) portion @&f( x)  since we don’t knéw and we can't
specify¢ .
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N
* The error is for the most part controlled F)r (X=X%)
i=1

N
. |‘| (x—x) is small in the center of the interviad,, x] , but large within the end zones.
i=0
5
» For example foN=5, we examine a plot oﬂ (Xx—x):

=0
Error small
oY S 2% 5
S Error Iarge/

N
o Our objective is to minimizee(x) by minimizing|‘| (x—x;) by selecting a “special”
i=1
set of non-equispaced interpolating points
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Chebyshe Polynomials

Consider only the intervall< x<1 . (We will generalize to any interval at a later point.)

The Chebyshev polynomial is defined as:

Tj(x)Ecos(jcos_lx) on -1<x<1 |=01,...

Note that thecos=1x term restricts the range since1 noidefined.

Zera" Degree Chebyshev Polynomial:

T,(x) = cog(0 [tos—1x) 0

T,(x) =1

First Degree Chebyshev Polynomial:

T,(x) = cog(1cos1x) 0

T.(x) = x
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» Second Degree Chebyshev Polynomial:
T,(x) = cog(2cos1x)
 From the CRC Math Handbook: Double Angle Relatios2a = 2os?a —1
T,(x) = 2cos?(cos1x) - 1 0
T,(x) = 2[cos(cos~1x)][cos(cos~1x)] -1 0

T,(x) = 2xX° -1

» Third Degree Chebyshev Polynomial:
T, = cog(3cos1x)
 From the CRC Math Handbook: Multiple Angle Relatiai3a = 4cos3a —3cosa
T4(x) = 4[cos(cos~1x)]° — 3cos(cos~1x) 0

T4(x) = 4x° — 3%
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 In general recursive relationship can be developed

Tj(x) = 2ij_1(x)—Tj_2(x)

* Chebyshev polynomials can be normalized

T;(x)

ol -1

qu(X)E

* We note that fonp;(x) , the coefficient of the highest degree polynomial term equals
unity. For example:
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Properties of Chebyshe Polynomials

» Cosine ofany argument will always range betweenh<cosa <1 , therefore:

T;(x)=cos(jcos1x) ranges between-1<T;(x)<1

e The normalized Chebyshev polynomial:

U |
ij(x)ECOS(JC?i (X)) ranges between—— _1_qJ (X)_
2!

 Let's examine the roots of the Normalized Chebyshev Polynomjgl, (x)

Wp..(X)=0 O
TN+1(XC) =0 0
cog(N+1)cos1(x)] = 0 O

(N +1)cos1(x%) = cos'(0)
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- -1 Tt 31T 571
e Since cos (O) = é’ 7, 7,

1C = 1-_ juy
(N+1)cos1x_, g\|+1+2 gt n=1,2..,N+1

where then values are selected such that all roots falling within the rarigex< 1 are
defined. Extending the range fowill only lead to repeated roots. Thus

H\I +1+ 1 nE|
o= 2 =1,2..,N+1
X, _4 = COS i n=12..,
« We note that since’, x5, x5, ... are the rootaidf '(x)  we may write the following

Wy 1(X) = (X=X)(X=X))...(x=%y) O

N
Wy +1(X) = |_| (X—Xic)
i=0
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Example
* Find the Chebyshev roots for tieé+1 = 3  degree Chebyshev polynomial

3
Ps(X) = x3 — er

» The roots are computed as:

3+%—1 "

c _ - _

Xg = co§ —5— DOt| = cosEEr% = —0.866025
3+%—2 .

c _ — —

X; = CO 3 Ot| = cosé =0
3+%—3

X, = CO 5 O = 0.866025
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.0.86 ' +0.86
_1N X
\Xg x‘lz Xé

 We note that the product of(x— x§)(x—x§)(x— x§) in fact equals the third degree
Chebyshev polynomialy;(x) . Thus

(x+0.866025(x — 0)(x—0.866025 = x(>x*—0.75) = x> — %x = Py(x)

* We note that this type of polynomial product term (with the roots defined as the inter-
polating points) appeared in the error formula for Lagrange interpolation
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Application of Chebyshe& Roots as Intepolation Points

e Ingeneral itC, x5, x5, ... are the roots @' “*(x) , then

N
P+ 1(X) = |_| (X—Xic)
i=0

* For Lagrange interpolation through+ 1  data points, the error function is expressed as:

(X=X5) (X=X ) (X=Xo) ... (X=Xy)
(N +1)!

e(x) = tN D)

» Thus if we select the roots of th& +1  degree Chebyshev polynomial as our interpo-

lation (or data) points for Lagrange Interpolation (or an\W degree polynomial inter-
polation scheme with variably spaced data points)

€00 = 001"V
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* Notes:

 This error estimate is only good for the case where the roots of the Chebyshev poly-
nomial are used as interpolation points and the intervaldx <1

e Since the magnitude of,, ,(x) (the normalized Chebyshev polynomial) is mini-
mized to

1

1

2N

we have effectively minimized the maximum errefx) over the interval (as far as
we can)!

e The distribution of error is now more even on the interval.

 We haven't entirely minimizece(x) sincé dependsyon and we can’'t do much
about this.
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Example

» Develop an interpolation formula over the range< x<1 with 3 data points which
minimizes the maximum error over the interval. Estimate the maximum error over the
interval.

» The roots of the Chebyshev polynomial w1 = 3 are:

X, = —0.866, x; = 0, X, = 0.866

« The Lagrange interpolating function is:

(X=X7)(X=x5) (x=X0) (X —X5) (X=XC)(X=x])

g(x) = fo— + f

1 + f
(X5 = X1) (X = X3) (X = X) (X1 = X3)

2
(5= %) (X5 = x1)
 Note that the functional valuds, f, and f, are now evaluated at the Chebyshev roots

fo=f(x) fp="f(x) andf, = f (x)
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» Substituting in values fox;, x; andx

(x) = f (x=0)(x—0.866 . ¢ (x+0.866(x—0.866)
99 = 1o{=0.866-0) + (-0.866-0.866 ~ (0+0.869(0-0.869

(x +0.866)(x —0)

* 120866+ 0.866(0.866- 0

f
f1 3
F L
1 } 0 +1
-0.866 +(0.866

* Note that for [-1,-0.86d and[0.866 1 we are strictly speaking extrapolating, not
interpolating.

 However since we have carefully placed the points, we will not incur excessive
errors in these extrapolated ranges.
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 The maximum error over the interval may be estimatetlasi(= 3 ):

ef(x) = %Lps(x)f(s)(f), _1<i<1 0

eC(x)D%qJ3(x)f(3)(xm), X =0 0

m

maxe’ ()] = Zmax((9)) (x,)
» However we noted that
1 1
—;SLIJN_F]_(X)S?

 Thus over the interval

maxe’(x)| = %DZ% £ (%) 0

_ 1.3
max &€(x)| = S22
* Note thatf(S)(xm) can be estimated using a forward/backward difference formula
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Generalization of the Interpolation Interval

» So far we consideref-1, +1]

« We can map-1, +1] to the range of intergsatb] with the transformation

_2z—a-b _(b—-ax+a+hb
X = ——— = 7=

b—a 2
| —- X ) — | - Z
1 x  +1 a z b

« Use this transformation and substitute for in all formulae. The Chebyshev roots or
interpolation points (nodes) become:

+1y

+ 5 []
r%+a+b, n=12..N+1
O

1 [(N+1

C

o175 (b—a)cos% N+ 1
O
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